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ABSTRACT

This research concentrates on understanding and analyzing polarization orientation angle shift and its influence in Freeman-II model based decomposition of fully-polarimetric synthetic aperture radar data. The radar transmits and receives backscatter information from Earth objects with respect to different polarizations. These backscatter responses are assumed to have polarization information from different scattering mechanisms. Covariance matrix is the sum of these different scattering mechanisms. The random orientation of objects produces a shift in polarization orientation angle which leads to miscalculation of power in different polarization and there by covariance matrix. The circular polarization method of calculating orientation angle shift utilize coherency matrix. Similarity transformation matrix has been used to convert covariance matrix into coherency matrix for application of this method. The calculated orientation shift angles were used in unitary rotation matrix for the shift compensation. This compensation results in reduction in volume scattering power and increase in double bounce power with equal amounts and invariant surface return power in covariance matrix. The equal amount of reduction and increase in power leads to unchanged total power after compensation. Freeman-II decomposition techniques utilize covariance matrix to model the information from different scatter and it preserve total power. This decomposition technique assumes polarimetric backscatter response contains information from canopy scatter as volume scattering, double bounce and surface scattering. With the help of three different components it models these responses. The reduction in volume scattering power of covariance matrix leads to reduction in modelled contribution from canopy return and increase in surface return power in different amounts. The compensation of polarization orientation angle shift takes the total modelled power close to total power of covariance matrix. ALOS PALSAR fully-polarimetric data was used for this purpose. The data supply format was single look complex and it was used to generate Multilook images. The influence of noise in Multilook images was analyzed using statistical method.

Keywords: Fully-polarimetric data, Multilook images, covariance matrix, coherency matrix, decomposition, polarization orientation angle.
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1. INTRODUCTION

The need for monitoring the forests is increasing day by day in order to understand the impacts of global climate changes on such sources. To identify forest cover changes, parameters such as biomass, basal area, tree density, tree height and stem diameter needed to be parameterized for the application of remote sensing. Many researchers have identified several techniques to estimate forest parameters using Polarimetric Synthetic Aperture Radar (PolSAR) data. These techniques cannot be applied directly on any PolSAR data since it is sensitive to environmental condition, incidence angle and underlying terrain. The increase in forest parameters such as biomass and the tree height saturates the backscatter cross section [1].

The optical portion of electromagnetic spectrum which covers the range of 0.3 to 15 Micrometer, includes both reflective and emissive portion of the spectrum and can be focused on the lens. The non-optical wavelengths often called as microwave portion encompasses wavelength from 1mm to 1.3m of the electromagnetic spectrum. These wavelengths need to be focused by the antenna rather than a lens [2]. The idea of utilizing the microwave backscatter values for understanding the terrain and use of imaging radars for estimating the above ground biomass is due to its property of imaging day and night and all weather capacity especially in case of Tropical forests where the cloud cover is continuously present.

The penetration capability of Radar waves, which is a function of wavelength, can provide information about the underlying ground structures. The level to which the radar waves are depolarized can be used to study the underlying media [3]. To understand how microwave signals interact with the forest parameters and there by assist forest parameter retrieval several scattering models have already been developed. Typically two layered models are used to model the canopy including the branches and leaves as a top layer and stem as the lower layer [4]. The Polarimetric radar uses single signal frequency with different polarization which stores more information without complexity in the construction of radar. The meaningful data or information generated by this method is more when compared to conventional SAR which operates in single, fixed–polarization for both transmitting and receiving the radio waves.

In order to preserve all the scattering data and information, polarimetric form of storing information is needed. In this regard the measured information is vector measurements which are stored in the form of scattering matrix. This scattering matrix can then be used to develop the second order derivative known as coherency or covariance matrix. These matrices can then be decomposed using various decomposition techniques to understand the power return from various layers of the forest.

But above all, improvements has to be achieved on two key parameters: resolution, which depends on the wavelength of the system, and most importantly discriminating the power return due to different media present on the under lying ground. For this purpose models based on physical concepts utilizes main propagation phenomena and substance-radiation interactions can provides information on how radar and receiving platform works. At the same time, Mathematical models can statistically describe radar character and the expected properties from them [3].

Polarimetric SAR data can also be used for generating profile of the terrain and elevations in the azimuth direction and it can be measured using the shift in the orientation angle of the polarized wave due to the azimuth tilts of the scattering plane [5], [6]. Since SAR data is sensitive to the terrain slope variation,
calibration of the acquired data for the purpose attaining improved information is needed [7]. The polarization orientation angle is the angle of rotation about the line of sight. For horizontal medium these shifts are zero and for objects which are not horizontal to the line of sight, the orientation angle produces some shift [8]. These shifts reduce the size of the physical scattering area leading to error in the power gained by the receiver [7].

Polarimetric target decomposition techniques were developed for the purpose of separating the polarimetric radar measurements into basic scattering mechanisms for the purpose of geophysical parameter inversion, terrain and target classification [8]. The most popular decomposition techniques are Pauli coherent decomposition, eigenvector based decomposition developed by Cloude and Pottier [9] and an incoherent decomposition technique was developed by Freeman and Durden which utilizes three basic scattering models to model volume scattering, double bounce and surface returns [10]. Later Freeman modified his model to fit the data into two basic components namely volume scattering and surface return often called as Freeman-II model [11]. In this research the main focus is on studying Freeman-II model and improving it for polarization orientation angle shift caused by the terrain which affects the model output for volume scattering power.

1.1. Motivation and problem statement

Polarimetric form of storing information is needed in order to preserve all the information from the target. Here, the scattering matrix is being stored which can be decomposed into coherency or covariance matrix with process enabling amplitude and phase. The review of decomposition theorems were explained in [9]. The classification of dominant scatterer was explained in [12].

The objective of this current study is to improve the forward scattering model developed in [11] called as Freeman-II model. This model is developed to understand the geophysical parameter present in the polarimetric radar backscatter. The Freeman-II model contains two component scattering mechanism namely volume scattering which is modelled as randomly oriented prolate spheroid and double-bounce which represent ground-trunk (stem) interaction or surface scattering modelled by a pair of orthogonal surfaces with different dielectric constants, thus derived models are shown in methodology section. The output parameters from this model are the backscatter coefficients from each of the two components and two parameters which are describing them. The backscatter contributions estimated from the model can be used to estimate the contribution of each HH, VV and HV backscatter terms and HH-VV phase difference. Without using any ground truth, Freeman-II model fits the two component scattering mechanism to the polarimetric SAR backscatter data. This model is justified as a simple model when compared with other models for forward scattering as developed in [13], [14] where model inputs are more than outputs. This model was developed with the assumption reflection symmetry media which compensates for polarization orientation angle that yields covariance matrix reflection symmetry. This reflection symmetry condition also proves that, in scattering matrix the coefficients correlating the co-polarized and cross-polarized terms are zero [15].

The orientation angle and the ellipticity represent the polarization state of an electromagnetic wave. The orientation angle is the angle between major axis of the ellipse and the horizontal axis. The polarization orientation angle shift is the angle of rotation about the line of sight. For horizontal medium these shifts are zero and for objects which are not horizontal to the line of sight, the orientation angle produces some shift [16], [17]. These shifts results in increased cross-polarized intensity. This leads to increase in the volume scattering power and misinterpretation on the observed information [8], [18]. So these shifts must be considered when modelling scatterer. The problem with Freeman-II model is that it explicitly assumes
reflection symmetry for canopy model. The specification of Freeman for further improvement also states incorporating orientation angle consideration in canopy scattering model [11].

The problem of orientation angle was generalized by adding a new component and also modified the canopy model for different distribution of tree trunk and branches in [19]. Previous studies have revealed that Freeman-II model have been applied in airborne sensors [8], [20], [21] but no research have been done on space borne data by considering the polarization orientation angle shift. The current study aims at utilising Freeman-II decomposition technique on space borne polarimetric data.

1.2. Research Identification

1.2.1. Research Objectives

The prime focus of this study is to decompose the fully polarimetric SAR data using Freeman-II model for multilayered vegetation in tropical forest and analyze the effect of orientation of Earth objects in identifying different scattering mechanism.

1.2.2. Sub Objectives

1. To understand the influence of orientation angle shift compensation in the matrix elements for the improvement in identifying different scatterers.
2. To investigate the improvement in the result produced after orientation shift compensation by Freeman-II model.

1.3. Research Questions

1. Which polarimetric SAR element is used to represent the polarization orientation shift of tree trunks and surface scatterer?
2. What could be the effect of Signal to noise (SNR) in identifying different scatter?
3. What could be the improvement in the results produced by Freeman-II model after orientation angle shift compensation?
4. What will be the effect of de-orientation in volume scattering?
5. How to validate the improvement in the result after modification in Freeman-II model?

1.4. Background

1.4.1. Radar remote sensing

The microwave remote sensing uses 1mm to 1.3m wavelength portion of the electromagnetic spectrum. These wavelengths are needed to be focused with an antenna rather than a lens. So remote sensing done on this portion of the electromagnetic spectrum is called as radar remote sensing. Microwave remote sensing is superior over the other forms of the remote sensing techniques since they are governed by different physical parameters which basically control the other forms of electromagnetic radiations. The amount of energy backscattered from a leaf is proportional to the size shape and water content rather than the greenness [2], [22].

Electromagnetic radiations are described in terms of waves and in other as flow of small particles of energy called as photons. In the case of microwave remote sensing it is described with the concept of wave theory: frequency, wavelength, refraction, diffraction, interference, polarization and scattering. The term electromagnetic originated from the apparent property of radiation. There are different mathematical ways to represent a wave. In simplest form, using a sine or cosine curve, waves can be better explained with shape and these waves are commonly called as sinusoidal waves [22].
If we consider the z-axis as direction of propagation of the waves, x and y are used to describe the polarization, the simple wave function will be as given in [22]

\[ \psi (z) = A \sin(kz) \]  

(1-1)

Where \( k \) is positive constant known as wave number, and \( kz \) is in units of radians and maximum value of \( \psi (z) \) is \( A \).

This equation only describes the shape of the wave, and the waves change in time and so it needs to be described as a function of \( \psi (z,t) \). With \( t = 0 \) and position \( z = 0 \), the wave may start at any angle. Thus, additional parameter \( \phi_0 \) called as initial phase needs to be added. With the angular frequency \( \omega \) also added which tells about the rate of change of phase angle, the complete description of the wave as given in [22] will be

\[ \psi (z,t) = A \sin(kz - \omega t + \phi_0) \]  

(1-2)

1.4.2. Complex wave description

In the context of microwave remote sensing, the wave is represented using properties of complex number. The relationship that links the sinusoidal wave and complex numbers as given in [22]

\[ e^{i\theta} = \cos \theta + i \sin \theta \]  

(1-3)

Where \( i = \sqrt{-1} \), \( e \) is Euler’s constant, and \( \theta \) is phase angle. The right hand side of the above equation simply relates to the vector of length \( A \), and \( \theta \) then corresponds to phase \( \phi \), and \( A \) the amplitude. So the wave using a complex number can be represented as given in [22]

\[ \psi (z,t) = A e^{i(\omega t - kz + \phi_0)} = A e^{i\phi} = A(\cos \theta + i \sin \theta) \]  

(1-4)

1.4.3. Polarization

The electromagnetic waves have two components namely electric and magnetic waves. Polarization generally refers to the orientation of the electrical field either it could be horizontally or vertically and in microwave remote sensing it can be controlled, and the magnetic field remains always at right angle to the electrical field. Only horizontal and vertical polarization of the wave is used for remote sensing though any angle of orientation can also be possible. Hence these combination yields four possibilities of radar system HH, VV, HV, VH (H and V – represents Horizontal and vertical transmitting and receiving of the waves) [2], [22]. The wave propagation along the \( z \)–axis, with the \( e \)-vector oscillates in one perpendicular axis, either \( \hat{x} \) or \( \hat{y} \) as given in [23], [24]

\[ E = \hat{x}E_x \cos (kz - \omega t - \Phi_1 (r,t)) + \hat{y}E_y \cos (kz - \omega t - \Phi_2 (r,t)) \]  

(1-5)

Where \( E_x \) and \( E_y \) are the magnitude of \( \hat{x} \) and \( \hat{y} \) components and \( \phi \) is the phase. By substituting \( \psi \) for \( (kz - \omega t) \) and dropping the \((r,t)\) temporarily we get,

\[ E_x = E_x \cos(\psi - \Phi_1) \]  

(1-6)

\[ E_y = E_y \cos(\psi + \Phi_2) \]  

(1-7)

The ellipticity and orientation of the ellipse depends on the parameters \{\( E_x, E_y \) and \( \Phi \)\}. This mode is said to be elliptically polarized. With the condition \( E_x = E_y \) and \( \Phi_1 - \Phi_2 = \pi/2 \) makes the electromagnetic wave vector traces out circular shape and often called circularly polarization. When \( \Phi_1 - \Phi_2 = 0 \) the ellipse degrades into line and this polarization is called linear polarization. If there is no deterministic relationship between \( \Phi_1 - \Phi_2 \) then it is called unpolarized.
1.4.4. Stokes Formalism:

In the year 1852 Stokes introduced parameters to characterize the polarization form of a wave. The parameters $I_o, Q, U, V$ are stokes parameters Figure 1-1. The Stokes parameters are then written as Stokes vector $g$, such that from

$$\begin{bmatrix} I_o \\ Q \\ U \\ V \end{bmatrix} = \begin{bmatrix} \langle E_y^2 \rangle + \langle E_x^2 \rangle \\ \langle E_y^2 \rangle - \langle E_x^2 \rangle \\ 2R_e \langle E_y E_x^* \rangle \\ 2I_m \langle E_y E_x^* \rangle \end{bmatrix} = I_o \begin{bmatrix} \cos 2\psi \cos 2\chi \\ \sin 2\psi \cos 2\chi \\ \sin 2\chi \end{bmatrix}$$

where $\psi$ is orientation angle and it ranges between $0^\circ$ to $180^\circ$, the $\chi$ is ellipticity angle and it ranges between $-45^\circ$ to $45^\circ$. The degree of ellipticity can be calculated using the angle as given in [22]

$$\chi = \tan^{-1} \left( \frac{b}{a} \right)$$

Where $a$ and $b$ are major and minor axes respectively. Using the stokes parameters $Q, U, V$ polarization state of any point can be represented on a Poincaré sphere of radius $I_o$. The Stokes vector can also be represented with other set of symbols $[I_o \quad Q \quad U \quad V]$ or $[S_1 \quad S_2 \quad S_3 \quad S_4]$ [23], [25].

In completely polarized waves only three parameters of stokes vector are independent and it satisfy

$$I_o^2 = Q^2 + U^2 + V^2$$

In completely unpolarized waves the magnitude of the $E_x$ and $E_y$ are equal and the phase angle will be random therefore,

$$Q = U = V = 0$$

One important term that can be used to represent the polarization of the wave is degree of polarization $m$ as given in [22],[24], [25]

$$m = \frac{\sqrt{Q^2 + U^2 + V^2}}{I_o}$$

The degree of polarization for a completely polarized wave is 1 and that for a completely unpolarized wave is 0 [22]. There are two measurements for a polarization to quantify, so stokes representation of polarization is not
efficient for characterizing the radar data. The alternative method used for such characterization of radar response is the Scattering matrix.

1.5. Thesis structure

The whole thesis has been organised into six chapters. The first chapter includes the major aspects of the research topic, motivation and problem statement, research objective and research questions. In the second chapter relevant topics has been reviewed. The third chapter includes the information on the materials used and the methodology followed. The fourth chapter contains the modelling theory of the decomposition technique used and the de-orientation theory. Results and discussions have been presented in the fifth chapter. Finally in sixth chapter the thesis has been concluded with recommendations.
2. LITERATURE REVIEW

2.1. Introduction

The development of radar system has evolved operating from the single frequency single polarization and restricted incidence angle and low resolution to multi frequency polarimetric radar system. Due to which the investigation of radar waves with the ground features has been increased [26]. The polarization is an important property of the electromagnetic wave which influences the scattering. The polarization of an electromagnetic wave can be described using the vector form of the electromagnetic field. The electromagnetic field has two components namely the electric and magnetic fields. The electric field vibrates in the direction perpendicular to the direction of propagation of the wave and the magnetic field vibrates perpendicular to the electric field. A non fully-polarimetric radar only measures the amplitude for any arbitrary fixed polarization. Where as a fully polarimetric SAR system transmits and receives data in two orthogonal states at the same time they measures the relative phase also. In vegetation studies the choice of wavelength being chosen according to the dimension of the observed scatterers [27].

The modelling of forest mapping in matured conifers has shown that the backscatter values are dominated by the crown backscatter at short wavelengths, and at long wavelengths the back scatter values depends on polarization by the trunk-ground interaction dominated VV , the direct surface return dominated by HH, and the canopy backscatter dominated by HV polarization where HH, VV and HV refers to polarization of transmit and received wave [28]. The result of [29] shows that the correlation between sensitivity of the backscatter value to the biomass decreases as increase in frequency.

Frequency is an important property of radar signal since it influences the depth of penetration. The fully polarimetric radar system measures the information in the form of a scattering matrix. The scattering matrix helps in computing information about the target at any polarization since it measures the complete information of target. The scattering matrix can be expressed in two basic forms lexicographic scattering vector and Pauli basis scattering vector [29].The fundamental quantity measured by polarimetric radar can be expressed as a scattering matrix which is a 2x2 complex element, which contains the co-pol information as diagonal element and cross-pol information as off diagonal elements [22]. The scattering matrix can be used to represent the relationship between the incident and the scattered wave field [25].In general the scattering matrix can be used to represent the state of interaction of the electromagnetic wave with the target. The target can either be pure or mixed and in most cases the targets are mixed. The causes for mixed state can be the motion of the target of radar platform. Mostly the response will be in mixed state only. The polarization response created by the pure target is completely polarized wave and that of by the mixed targets are partially polarized wave [30]. Generally the scattering matrix contains seven independent parameters out of which four are amplitude and three are phase. If the reciprocity assumption is applied, $S_{HV} = S_{VH}$ then only five independent parameters will be present namely three amplitude and two phase elements [24].
2.2. Coherent decomposition

The scattering matrix can be effectively decomposed to understand the pure target (Coherent targets). But in the real scenario the radar cross section which is the effective area of reflectance contains coherent sum of scatterers since the radar resolution cell size always greater than the wavelength of the radar system [25]. Partially polarized waves cannot be characterized using a scattering matrix. Thus the second order derivatives of the scattering matrix namely covariance matrix or the coherency matrix can be used to characterize it [24].

The covariance matrix represents the average properties of a group of resolution cells. It can be generated by multiplying the lexicographic scattering vector form of scattering matrix with its transpose. The coherency matrix can be generated by multiplying the Pauli basis scattering vector to its transpose [31]. However, the covariance and coherency matrices are having similar properties as both are hermitian positive semi definite and have same Eigen values. These two matrices are related to each other by unitary similarity transformation matrix [9]. The mathematical description of the mixed target state is given by these matrices. These matrices provide the information about the geometrical characteristics of the object that is sensed by radar. Therefore these matrices can be decomposed into different components which actually represent the underlying scatter type [30].

The polarimetric information from a target can have the geometrical structure or physical characteristics of target. The polarimetric target decomposition theorem expresses the average mechanism as a sum of independent mechanism. These theorems explore the phase information contained in the data and can be used for classification or target recognition. The polarimetric SAR data are coherent by their operating principle, but the incoherent method is chosen for the purpose of decomposition and applying statistical methods. There are two main types of decomposition techniques available currently. They are coherent and incoherent decomposition. The method which deals with the scattering matrix is called coherent decomposition and the method which deals the covariance or coherency matrices is called incoherent decomposition [32].

The polarimetric decomposition and target identification are widely used for image interpretation, classification and there by understanding the polarimetric signature present in the data. The targets under consideration require multivariate statistical descriptors to differentiate the combination of coherent speckle noise and random vector scattering effects from surface, double bounce or volume. For such targets we need to generate a dominant scattering mechanism in order to classify or inversion of scattering data [9]. Polarimetric Decomposition is a method to parameterize the contents of a polarimetric data. The idea behind the decomposition is that the polarimetric responses are composed of idealized scatterers. Based on this idea using different scatters, different researchers have developed techniques to decompose the data into responses from different media. A physical based approach was developed by Freeman and Durden which characterize the response in a polarimetric data using three simple scattering mechanisms using varying combination of dihedral for double bounce, spherical scattering for direct surface returns and depolarized signals that corresponds to volume scattering from vegetation [22].

Various theoretical models have been developed for the purpose of characterising the electromagnetic wave scattering properties of forest canopy. The radiative transfer theory has been applied to study the scattering from the vegetation. The radiative transfer theory assumes that the particles scatter independently. A model was developed in [33] which modelled the canopy as a two layer component above rough surface. The leaves are modelled as randomly oriented and distributed discs and needles for deciduous forest and coniferous forest respectively. The branches are then modelled using finite length dielectric cylinders. The lower layer is modelled as randomly positioned vertical cylinders above a rough
surface. A complete model including the leaves, branches and the trunks was developed. Only one polarization (HH) has been considered in this model. The backscatter coefficient from such model is obtained by applying first order solution of the radiative transfer equation. However such equations can be proved invalid where the randomness of the relative positions is less than the radar wavelength [34]. The resolution cell is an addition of response from dominant scatterer and the clutter. In case if there is no dominant scatter, the response will be simply speckle noise (clutter) in (Figure 2-1).

![Figure 2-1: Coherent response of a given resolution cell (a) Without a dominant scatterer, (b) With a dominant scatterer [37]](image)

The coherent decomposition techniques will preserve the amplitude and phase. Pauli format of decomposing the radar data is known widely as coherent decomposition since it can decompose only the coherent scatterers [9], [35]. In this method it decomposes the data using the complex quantity representing the single bounce, double bounce and the volume scattering component [32]. Krogager decomposition is another type of coherent decomposition, which models the scattering matrix with combination of sphere, helix and a diplane. It uses the circular polarization basis [36].

Normally coherent decomposition theorem can be exposed due to the presence of speckle. It cannot be effectively applied in the case of natural random targets like vegetation [25], [37]. In addition to this, targets with significant natural variability need incoherent way of decomposition [9], [38].

### 2.3. Incoherent decomposition

Among certain decomposition techniques Eigen value based technique has gained more popularity since it additionally provides entropy and average target scattering mechanism. This decomposition position technique works on the basis of Eigen value analysis of the coherency matrix. The Eigen value is basis invariant and also these values provide statistical independence between target vectors. The advantage of using this decomposition technique is that, it provides a formal connection between the signal processing theory and the noise can be estimated from the covariance matrix [9],[39].

The coherency matrix itself contains enough statistical independence between scattering mechanism for natural target SAR images. Thus any additional information through the Eigen value analysis is not necessary and also implementation of this technique using software is difficult and the processing is time consuming. The analysis using the additional information of entropy and alpha images shows no better performances to show the values of buildings not aligned along the track as double bounces [40].

New method has been developed to idealize the scattering vector model for the representation of coherent target scattering, which is generated by projecting the kennaugh-Huynen scattering matrix into Pauli basis, there by developing a concept of polarization basis invariant in terms of five independent
target scattering parameters. This new method leads to a unique way of decomposing the partially coherent target scattering [38]. However the presence of speckle leads to biased parameterization. The advantages of using roll invariant decomposition will stand valid only for targets of same scattering mechanism but with different orientation angle, and it can also have the problem of misclassifying the objects in other classes [40].

2.4. Durden Model:
L-band microwave scattering model was developed for understanding microwave scattering from forests, to simulate the microwave backscatter value, assumes uniform distribution of scatterers. The branches as upper layer are modelled using randomly oriented finite dielectric cylinders. The lower layer was modelled as layer containing only tree trunks using randomly oriented vertical dielectric cylinders and extended into the upper layer. The ground was considered as brag rough surface with first order small perturbation model. The contribution from ground, double bounce was also included [13].

A modified model of Durden was developed using two layers over a rough surface. The upper layer was modelled using vertical dielectric cylinders, randomly oriented cylinders and needles to model the trunks, branches and leaves respectively [14]. Various other models were developed for the purpose of decomposition or simulation of microwave backscatter data [41], [42]. Basic disadvantages of these models are some of the models needs more input parameters than the output by itself [13], [14], [43]. Some more models are mathematically based that cannot be used to relate physical scattering models. In physical models the scattering is based on the interaction of electromagnetic wave with the forest parameters [10], [44].

2.5. Freeman and Durden Model:
It is a physically based, three component scattering mechanism based model developed to fit the PolSAR data without utilizing any ground data. The three components included in the model are canopy using randomly oriented dipoles, Bragg surface scatter and double-bounce scattering mechanism. This model fit approach has equal number of inputs as basic scattering mechanisms and their contribution as output. Linking of these parameters to the biomass was analyzed in [45], [28]. This model was used in a classification scheme and it has been shown that this model is generic enough to apply for any sought of terrain when compared with models using Eigen value decomposition and Roll invariant parameters [10], [40].

2.6. Freeman-II Model:
Freeman-II model is basically an extension of Freeman and Durden model. Two simple scattering mechanisms namely canopy scatter from a reciprocal medium with azimuthal symmetry and double bounce scatter from a pair of orthogonal surfaces with different dielectric constants or a Bragg scatter from a moderately rough surface which is seen through vertically oriented scatter layer, is used to model the data. This model is developed to analyze the response from the tropical forest. This model is a simplification of more complicated scattering models.
The scattering mechanism components included in this model is randomly oriented prolate spheroids and a surface scatter from the ground or double-bounce from ground trunk interaction. The Freeman-II model canopy scatter mechanism has the freedom to model large variety of canopy over the Freeman and Durden model [11]. (Figure 2-2) shows the two main contributors for the Freeman-II model.

2.6.1. Demerits in Freeman model:
The important application of the polarimetric decomposition is to extract physical information about the underlying object and these values can also be used for successful scattering parameter inversion [9]. The penetration capability of SAR signals was studied and raises with the results of certain scattering contribution could carry details about environmental evolution. The studies concluded that possible effect of topographic shift could play a role in the information gained [46], [47]. The model based Freeman-II model which deals with the statistical independence of the obtained component cross-polarization generated by depolarization and the model, does not account for the terrain induced depolarization and wrongly interprets the power as volume scattering power [18]. This terrain shift can also reduce the effective area of the backscatter and results in low backscattered power [7], [48].

2.7. Yamaguchi Decomposition technique:
In an attempt to extend the three components of decomposition technique developed by Freeman and Durden, the study was carried out by including Helix component as a fourth component in addition to three component scattering mechanism. This decomposition technique employs helix as the fourth component provided the PolSAR image include urban area information, whereas the Helix component is negligible in the case of naturally occurring scatterers. The Freeman-II model uses the assumption of reflection symmetry and calculates the contribution from each scattering mechanism, by adding the helical component the reflection symmetry assumption of the covariance matrix is omitted in Yamaguchi model and it makes the reflection symmetry matrix reflection asymmetry and calculates the contribution from each mechanism [19], [49].

2.8. MultiLooking:
The Multilook setup generally reduces the effect of speckle in radar images. Multilook setup generally shows the degree of averaging of SAR measurements during data formatting. The process of Multilook is done in the frequency domain. It is a process of compressing range or azimuth resolution leading to better
visibility for features in the images. Multilook helps not only in reducing the effect of the speckle but it also makes the computation easy [50], [51].

2.9. Orientation angle
The radar cross section is an effective measure in imaging radar since the backscattered energy is calculated from the effective scattering pixel area. The scattering matrices are generated by the backscattered power from a unit area. In imaging radar system the orientation of the effective backscattering area is an important property to consider. The polarization orientation angle shift affects the radar cross section which accounts for effective scattering pixel area [7]. The analysis for the effect of orientation angle shift of the polarization due to terrain azimuth and range slopes was carried in [5], [20], [52],[53]. The polarization orientation shift can be due to radar look angle and also by range and azimuth slope and the diagram shows the radar imaging geometry in Figure 2-3 [16], [17].

New technique has been adopted for the compensation of the terrain slopes which induces the polarization orientation angle shift. The circular polarization algorithm for the calculation of shift in orientation angle, also utilizes the Digital Elevation Model (DEM) generated from the interferogram and conclude that, the circular polarization algorithm is computationally efficient [20]. In the advent of developing a reliable technique for the estimation of polarization orientation angle shift in PolSAR data due to terrain slopes, a method using circular polarization covariance matrix has been generated. The robustness of the algorithm has been shown with assumption of reflection symmetry [52].

A technique has been developed for directly sensing terrain surface slopes, using the origin shift in orientation angle in the signature. The L and P-band radar data were used for the analysis of the terrain. Since the PolSAR data is effective to terrain slopes, the study concludes that, topographic slopes could affect the geophysical parameters extraction. The shift in signature of the polarization orientation angle has been utilized for the calculation of polarization orientation angle shift in [54].

![Figure 2-3: A schematic diagram of the radar imaging geometry which relates the orientation angle to ground slopes](image)

In an effort to remove the terrain slope induced polarimetric shift an algorithm was proposed which rotates the covariance matrix until it achieves the maximum azimuthal symmetry condition. The method shows that the terms which are associated with the asymmetry are reduced to near-zero. Any additional data such as digital elevation model to make corrections is not required [55]. The effects of azimuthal slope related orientation angle change in covariance matrix has been analyzed. The estimation of orientation angle was carried out using circular polarization covariance matrix elements [56].
The circular polarization algorithm for calculating the orientation angle adopted in [8],[16], [20], [52] for calculation of polarization orientation angle shift induced by the terrain slopes is

$$
\eta = \frac{1}{4} \left[ \tan^{-1}\left( \frac{-4\text{Re}((S_{HH} - S_{vv})S^{*}_{HV})}{-|S_{HH} - S_{vv}|^2 + 4|S_{HV}|^2}\right) + \pi \right]
$$

$$
\theta = \begin{cases} 
\eta & \text{if } \eta \leq \frac{\pi}{4} \\
\eta - \frac{\pi}{2} & \text{if } \eta > \frac{\pi}{4}
\end{cases}
$$

For the purpose of compensation of the data after the effective analysis of the shift in orientation angle the unitary rotation matrix given in [8],[20], [52], [57] has to be used for compensation of the shift.

$$
U = \begin{bmatrix} 
1 & 0 & 0 \\
0 & \cos 2\theta & \sin 2\theta \\
0 & -\sin 2\theta & \cos 2\theta
\end{bmatrix}
$$

The process of rotation of target to the negative of the obtained orientation angle is indirectly means by rotation of polarization base along the line of sight for the shift [57]. The orientation angle compensation on the image can be validated through a simple assumption; the polarization orientation response from different parts of the image should be same. This method has been adopted for the purpose of orientation compensation validation for Faraday rotation which is not accounted in this study [58], [59].
3. MATERIALS AND METHODOLOGY:

This section is divided into two parts, the first explaining with the data source and followed by the detailed research method which has been adopted in this study. The method include the data supply format and the projection of data in lexicographic and the Pauli format for the purpose of generation of coherency and covariance matrix generation. The coherency matrix elements have been utilized for the purpose of calculation of polarization orientation angle shift induced by the terrain. The covariance matrix has been used as an input parameter for the Freeman-II model for the purpose of generating volume scattering and surface scattering power. The calculated polarization orientation angle shift has been utilized to compensate the data for the effect of terrain induced polarization orientation angle shifts.

3.1. Data Used

Table 1: Details of data used in the study

<table>
<thead>
<tr>
<th>Description</th>
<th>Data 1</th>
<th>Data 2</th>
<th>Data 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mission/Sensor</td>
<td>ALOS/PALSAR</td>
<td>ALOS/PALSAR</td>
<td>ALOS/PALSAR</td>
</tr>
<tr>
<td>Polarization</td>
<td>HH+HV+VV+VH</td>
<td>HH+HV+VV+VH</td>
<td>HH+HV+VV+VH</td>
</tr>
<tr>
<td>Orbit number</td>
<td>17718</td>
<td>20402</td>
<td>23086</td>
</tr>
<tr>
<td>Path number</td>
<td>519</td>
<td>519</td>
<td>519</td>
</tr>
<tr>
<td>Row number</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Mode</td>
<td>Ascending</td>
<td>Ascending</td>
<td>Ascending</td>
</tr>
<tr>
<td>Centre latitude</td>
<td>30.135531</td>
<td>30.13654</td>
<td>30.137188</td>
</tr>
<tr>
<td>Centre longitude</td>
<td>78.128464</td>
<td>78.143318</td>
<td>78.153453</td>
</tr>
<tr>
<td>Incidence angle</td>
<td>25.8</td>
<td>25.8</td>
<td>25.8</td>
</tr>
</tbody>
</table>

3.1.1. Characteristics of the ALOS PALSAR data used

The characteristics of ALOS PALSAR data used are detailed below. The supply format of the data was in single look complex (SLC) fully polarimetric. Later the data has been converted into Multilook setup (MLC) by adding pixels from the range direction and azimuth direction to make a square pixel.

Product Name: Phased Array L-band synthetic Aperture Radar

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel Spacing in range direction</td>
<td>9.368514</td>
</tr>
<tr>
<td>Pixel Spacing azimuth direction</td>
<td>3.792661</td>
</tr>
<tr>
<td>Ground resolution (m)</td>
<td>25</td>
</tr>
<tr>
<td>Range Ground pixel resolution (m)</td>
<td>21.525378</td>
</tr>
<tr>
<td>Azimuth Ground pixel resolution (m)</td>
<td>3.792661</td>
</tr>
<tr>
<td>Swath width (Km)</td>
<td>30</td>
</tr>
<tr>
<td>Wavelength (cm)</td>
<td>23.5</td>
</tr>
<tr>
<td>Range Pixel Spacing (m) of MLC</td>
<td>21.525378</td>
</tr>
<tr>
<td>Azimuth Pixel Spacing (m) of MLC</td>
<td>22.755966</td>
</tr>
</tbody>
</table>
3.2. **Study area**

The location of the data obtained is shown with Google image which was accessed on 17th March 2011.

![Google image showing location of data site](image1.png)  
![Image of data in Multilooksetup](image2.png)

**Figure 3-1:** Google image showing location of data site (b) The image of data in Multilooksetup

The data used in this thesis is captured over Uttarakhand state which is in the northern part of India. In terms of geographic lat/long the area extends from 30.4148920 N to 30.4597220 N and 77.9407350 E to 78.2013470 E. It includes dense forests from those regions. The dense forest consists of mixed tree species. The main types of trees species are *Eucalyptus hybrid* locally called as *Eucalyptus*, *Mallotus philippensis* locally called as *Robini*, *Trewia nudifloralocally* locally called as *Gutel*, *Tectona grandislocally* locally called as *Teak* and *Dalbergia sissoolocally* locally called as *Sheesham*. The data includes information from foot hills of Himalayan ranges. Thus the data captured over this region helps this study by containing information from forest as well as the rugged terrain.

3.3. **Method adopted**

The following section explains the steps adopted in the method in this research. It also includes the data supply format and the creation of Multilooksetup which is the first two steps in the methodology Figure 3-1.

3.3.1. **Multilook setup**

The supply format of ALOS PALSAR is in single look complex mode fully polarimetric data. The single look complex image includes information for all the polarizations. The radar antenna receives the transmitted pulses backscattered from the ground. For a transmitted signal, if the antenna receives two responses from different objects on the ground, then the time difference will be used to determine the distance between objects. This distance in the sensor look direction is called as slant range. Due to the slant range distortion the objects in the near range appears compressive. The data compression also results in different resolution in azimuth and range direction. The effect of slant range can be removed by converting the slant range into ground range. The ground range is the horizontal distance measured along the ground for each corresponding points measured in the slant range. The conversion of slant range to ground range is done with the help of trigonometry. The process of Multilooksetup enables the creation of ground range images by adding number of looks from the azimuth direction. The data provided contains a range resolution of 21m and azimuth resolution of 3m approximately as shown in
characteristics. After the conversion of slant range to ground range the single look complex image is used to generate the Multilooksetup. The number of looks considered in the azimuth direction to make it a square pixel is 6 with keeping number of pixels in the range direction 1. By doing so, the resolution in the azimuth direction increases from 3m to 22m approximately and enables the creation of multi look image with equal range and azimuth resolution.

3.3.2. Covariance Matrix

The scattering matrix is the form in which the PolSAR data is stored. The scattering matrix can be expressed in lexicographic basis or Pauli basis. One of the second order derivatives of this matrix is covariance matrix which is created by expressing the scattering matrix in lexicographic format. The data has been expressed in this basis for the creation of the covariance matrix is given in equation (3-2). The resultant covariance matrix is a 3x3 matrix with the reciprocal assumption.

3.3.3. Decomposition

The created covariance matrix was used as input for Freeman-II model to decompose the data for different scattering mechanism. The Freeman-II decomposition assumes reflection symmetry condition and it use only five elements out of nine elements in the covariance matrix. Hundred (100) random samples have been selected in order to identify the difference after compensation from the model output.

3.3.4. Orientation angle calculation and conversion of covariance matrix to coherency matrix

The coherency matrix has been generated for the calculation of polarization orientation angle shift. The coherency matrix is another second order derivative of the scattering matrix provided the scattering matrix being expressed in the Pauli basis. In this study, since the covariance matrix and coherency matrix are related to each other, a similarity transformation matrix was used to generate the coherency matrix from covariance matrix as shown in equation (3-18). The generated coherency matrix is also a 3x3 matrix. The coherency matrix elements were used for the calculation of polarization orientation angle shift as give in equation (3-15). The same similarity transformation matrix has been used for the conversion of coherency matrix into covariance matrix.

3.3.5. Compensation for orientation angle shift

The negative of the calculated orientation angle has been used in a unitary rotation matrix for data compensation as given in equation (3-19). The data has been validated for the compensation by applying the equation (3-15) assuming it should not yield any shift.

3.3.6. Analysis of roll-invariant element

Hundred (100) random samples from the each matrix elements before and after compensation will be selected. The selected samples need to be plotted to identify the changes in the matrix elements. Though the Freeman-II decomposition uses only five elements for decomposition with reflection symmetry assumption out of total nine matrix elements all the elements are considered in order to analyse the effect of orientation angle compensation. The coherency matrix elements have also been considered for this analysis since the calculation of orientation angle and compensation is being done on the coherency matrix.

After the analysis for the changes in the matrix elements, the effect of these changes in the Freeman-II model will be analysed by applying this decomposition technique in the compensated matrix. Hundred (100) random samples will be selected and plots between those selected samples before and after compensation will be generated. The results of these plots will be analysed in results and discussion section. The methodological work flow has been shown in Figure 3-1.
3.3.7. **Methodological work flow**

The Figures 3-2 shows the procedure to generate different scattering products, to calculate polarisation orientation angle shift of electromagnetic wave. It also shows the procedure to compensate the data for the shift and analysis of compensation in the generated scattering products.

![Research method flow diagram](image-url)

**Figure 3-2**: Research method flow diagram
3.4. **Approach:**
The data obtained contains a single look complex image of quad-polarimetric mode which contains HH, VV, HV and VH information and a parameter file to describe it. These files are used for the purpose of generation of scattering matrices. The scattering matrix is a 2x2 complex element, which contains the co-polar information as diagonal element and cross-polar information as off diagonal elements.

\[
S = \begin{pmatrix}
S_{VV} & S_{VH} \\
S_{HV} & S_{HH}
\end{pmatrix}
\]  

(3-1)

![Figure 3-3: (a) Single look complex image (b) Multi look complex image](image)
The Multilook complex image has been generated for the purpose of easy visualization of the ground features. From Figure 3-3: (a) Single look complex image (b) Multi look complex image Multilook complex (MLC) image has better appearance than single look complex (SLC) image. Colour combination for the image has been created by expressing the HH+VV through blue, HV+VH through green, and HH-VV through red gun. This form of expressing is otherwise called as Pauli composition, where vegetation takes green colour, built up area takes blue and corner reflectors or areas with double bounces takes pink colour. The vectorized form of the scattering matrix can be expressed in lexicographic basis and the Pauli basis. The lexicographic format will represent the data with the reciprocal assumption leading to $S_{vh} = S_{hv}$ in

$$K_L = \begin{bmatrix} S_{HH} \\ \sqrt{2} S_{HV} \\ S_{VV} \end{bmatrix}$$

(3-2)

The product of this vector with its conjugate transpose yields the covariance matrix. Usually the covariance matrix will be represented using C. Covariance matrix $C = K_L K_L^T$, where * represents the conjugate and T represents transpose.

$$C = \begin{pmatrix} S_{HH} S_{HH}^* & \sqrt{2} S_{HH} S_{HV}^* & S_{HH} S_{VV}^* \\ \sqrt{2} S_{HV} S_{HH}^* & 2 S_{HV} S_{HV}^* & \sqrt{2} S_{HV} S_{VV}^* \\ S_{VV} S_{HH}^* & \sqrt{2} S_{VV} S_{HV}^* & S_{VV} S_{VV}^* \end{pmatrix}$$

(3-3)

3.4.1. Amplitude of Correlation coefficient: HHVV

The amplitude of correlation between the co-polarized terms was calculated using the expression as given in [60]. The amplitude of correlation coefficient values varies from 0 to 1 and the direct surface return will take up values close to 1 and the volume scattering will occupy the lower values [61].

$$\rho_{HH-VV} = \frac{\langle S_{HH} S_{VV}^* \rangle}{\sqrt{\| S_{HH} \|^2 \| S_{VV} \|^2}}$$

(3-4)

3.4.2. Standard error

Based on the assumption that the noise in the PolSAR images are exponential distribution as given in [11] the formula for the calculation of the standard error is

$$\text{Standard error} = \frac{SD(\text{span})}{\sqrt{n}}$$

(3-5)

3.4.3. Freeman-II model:

The Freeman-II decomposition models the covariance matrix as two different scattering mechanisms to estimate the return power due to volume scattering and ground return.

$$C = P_c C_{volume} + P_g C_{surface}$$

(3-6)
The component for volume scattering in Freeman-II model is \([11]\)

\[
\text{Volume Scattering} = f_c \begin{pmatrix}
1 & 0 & 0 \\
0 & (1 - \rho) & 0 \\
\rho^* & 0 & 1
\end{pmatrix}
\]

\[0 \leq \rho \leq 1; \arg(\rho) = 0\] (3-7)

Double-bounce from ground-trunk interaction \(= f_c \begin{pmatrix}
1 & 0 & \alpha \\
0 & 0 & 0 \\
\alpha^* & 0 & |\alpha|^2
\end{pmatrix}\]

\[|\alpha| \leq 1; \arg(\alpha) \approx \pm \pi\] (3-8)

Surface scatterer \(= f_g \begin{pmatrix}
1 & 0 & e^{-2/\phi b} \\
0 & 0 & 0 \\
e^{2/\phi b} & 0 & |b|^2
\end{pmatrix}\]

\[|b| \geq 1; \arg(b) = 0\] (3-9)

The surface scattering component has the same form as double bounce component, except the variation in \(\alpha \) and \(b \) modulus and argument, and it can be shown as given in \([11]\)

\[\alpha = e^{2/\phi b}\] (3-10)

Using the above the model output parameters of volume scattering and ground return power output will be

\[P_c = f_c(3 - \rho)\] (3-11)

And

\[P_g = f_g(1 + |\alpha|^2)\] (3-12)

### 3.4.4. Orientation angle calculation:

The orientation angle calculation was performed using the coherency matrix, which can be generated by multiplying the transpose of the scattering vector expressed in the Pauli form of vectorization.

\[
K_p = \frac{1}{\sqrt{2}} \begin{pmatrix}
S_{HH} + S_{VV} \\
S_{HH} - S_{VV}
\end{pmatrix}
\]

Coherency matrix \(T = K_p K_p^T \) where, * represents the conjugate and \(^T\) represents transpose.

\[
T = \frac{1}{2} \begin{pmatrix}
\langle |S_{HH} + S_{VV}|^2 \rangle & \langle (S_{HH} + S_{VV})(S_{HH} + S_{VV})^* \rangle & 2\langle (S_{HH} + S_{VV})S_{HV}^* \rangle \\
\langle (S_{HH} - S_{VV})(S_{HH} + S_{VV})^* \rangle & \langle |S_{HH} - S_{VV}|^2 \rangle & 2\langle (S_{HH} - S_{VV})S_{HV}^* \rangle \\
2\langle S_{HV} (S_{HH} + S_{VV})^* \rangle & 2\langle S_{HV} (S_{HH} - S_{VV})^* \rangle & 4\langle |S_{HV}|^2 \rangle
\end{pmatrix}
\] (3-13)

The formula for calculating polarization orientation angle shift induced by the terrain slopes as given in \([8],[16],[20],[52]\) is

\[
\eta = \frac{1}{4} \tan^{-1} \left( \frac{-4\text{Re}((S_{HH} - S_{VV})S_{HV}^*))}{-(|S_{HH} - S_{VV}|^2) + 4(|S_{HV}|^2)} \right) + \pi\] (3-15)

\[
\theta = \begin{cases} 
\eta & \text{if } \eta \leq \pi \frac{4}{4} \\
\eta - \frac{\pi}{2} & \text{if } \eta > \frac{\pi}{4}
\end{cases}
\] (3-16)
Since the formula for the calculation of polarization orientation angle shift was derived using the coherency matrix, the similarity transformation matrix was utilized for the conversion of covariance matrix into coherency matrix and the same was used again to convert it back to the covariance matrix for the purpose of decomposition using Freeman-II decomposition [37].

\[
[T] = [A] [C][A^T]
\]

\[
[A] = \begin{bmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\
0 & 0 & 1 \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0
\end{bmatrix}
\]

3.4.5. Compensation for the shift in orientation angle:

For the purpose of compensation of the data after the effective analysis of the shift in orientation angle the unitary rotation matrix given in [8],[20], [52], [57] has to be used for compensation of the shift.

\[
[U] = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos 2\theta & \sin 2\theta \\
0 & -\sin 2\theta & \cos 2\theta
\end{bmatrix}
\]

The above shown matrix is a unitary rotation operator [8]. The rotation is obtained by,

\[
[T] = [U] [T][U^T]
\]

\([\hat{T}]\) will be the rotated or compensated matrix generated using the \(\theta\) angle shift in orientation. In this case \([\hat{T}]\) has been compensated and converted back as used as \([\hat{C}]\) and used as input for the Freeman-II model after rotation in order to identify compensated effect on the model output.

3.4.6. Validation for the compensation of the shift in orientation angle:

The orientation angle compensation on the data was analyzed by applying the same equation for the calculation of orientation angle. By doing so the equation should not produce any result and this has been explained in the results and discussion chapter.

3.4.7. Comparison of Values:

For the purpose of comparison of results produced before and after compensation for polarization orientation angle shift, randomly selected points throughout the image were plotted. The changes that can happen in a valid location in the output images will be compared with the high resolution Google image. The detailed explanation about this will be explained in the results and discussion chapter.
4. MODELLING THEORY OF FREEMAN-II DECOMPOSITION AND DE-ORIENTATION

4.1. Freeman-II Decomposition

The Freeman-II decomposition model is used to decompose PolSAR images. The scattering mechanisms are canopy scatterer mechanism and a ground scatterer term. The model fit approach assumes that either double bounce term or direct ground return can be set to zero and models the other remaining two components. The canopy scattering term has an advantage of allowing wide range of canopies to be modelled.

The model fit will reveal which mechanism is present by examining the HH/VV amplitude and phase ratio. The model for total backscatter with the composite scattering matrix \( M_{hv} \) where \( h, v \) represents the polarization as given in [11].

\[
\begin{align*}
(M_{hh}M_{hh}^*) &= f_c + f_g \\
(M_{hv}M_{hv}^*) &= \frac{1 - \rho}{2} f_c \\
(M_{vv}M_{vv}^*) &= f_c + |\alpha|^2 f_g \\
(M_{hh}M_{hv}^*) &= \rho f_c + \alpha f_g
\end{align*}
\] (4-1)

Where \( f_c \) and \( f_g \) are the contributions of canopy and ground scattering in HH cross section. The solution to solve for \( \alpha \) from above equation,

\[
\begin{align*}
z_1 &= \langle M_{hh} M_{hh}^* \rangle = \langle M_{vv} M_{vv}^* \rangle = f_g (1 - |\alpha|^2) \\
z_2 &= 2\langle M_{hv} M_{hv}^* \rangle + \langle M_{hh} M_{vv}^* \rangle - \langle M_{hh} M_{hh}^* \rangle = (\alpha - 1) f_g
\end{align*}
\] (4-5)

The ratio was taken to eliminate \( f_g \) and will fetch,

\[
z_3 = \frac{z_2}{z_1} = \frac{(\alpha - 1)}{(1 - |\alpha|^2)} = 0
\] (4-7)

By taking the real and imaginary parts,

\[
(1 - (x^2 + y^2)) R_e(z_3) + 1 - x = 0
\] (4-8)

And

\[
(1 - (x^2 + y^2)) I_m(z_3) - y = 0
\] (4-9)

Where,

\[
x = \left( \frac{R_e(z_3)y}{I_m(z_3)} + 1 \right)
\] (4-10)

By substituting the value of \( x \) in above equation, we get,

\[
\left( \frac{R_e^2(z_3)}{I_mz_3} + I_m(z_3) \right) y^2 + (2R_e(z_3) + 1)y = 0
\] (4-11)

Solution of the equation is

\[
y = 0 \text{ or } y = -\frac{I_m(z_3)(2R_e(z_3)+1)}{|z_3|^2}
\] (4-12)

Using this equation (4-12) \( y \), the imaginary part of \( \alpha \) can be solved. The real part of \( \alpha, x \) can be solved from the equation (4-10). Once \( \alpha \) is known we can recover \( f_g \) from (4-5) and \( f_c \) from (4-1) and the value of \( \rho \) can be solved from (4-1). The contribution of each mechanism to the span \( P \) can be measured by,

\[
P = P_c + P_g \equiv (|M_{hh}|^2 + 2|M_{hv}|^2 + |M_{vv}|^2)
\] (4-13)
The value of $P_c$ and $P_g$ can be solved using,

$$P_c = f_c(3 - \rho) \quad (4-14)$$

And

$$P_g = f_g (1 + |\alpha|^2) \quad (4-15)$$

\(\alpha\) represents the relative phase and amplitude difference between the HH and VV backscatter for both double-bounce and ground return. The propagation term was modeled to represent propagation through canopy and only of trunks, the reflection term for direct surface and ground-trunk was included and \(\alpha\) can be represented as,

$$\alpha = e^{-2(\beta_h - \beta_v)h/cos\theta_i} \cdot [e^{i2(\gamma_h - \gamma_v)}]_{\text{canopy}} \cdot [e^{i2(\gamma_h - \gamma_v)}]_{\text{trunk}} \cdot (R_{gh}/R_{gv}) \quad (4-16)$$

or

$$\alpha = e^{-2(\beta_h - \beta_v)h/cos\theta_i} \cdot [e^{i2(\gamma_h - \gamma_v)}]_{\text{canopy}} \cdot [e^{i2(\gamma_h - \gamma_v)}]_{\text{trunk}} \cdot (R_{gh}/R_{gv}) (R_{th}/R_{tv}) \quad (4-17)$$

Where, \(\beta\) is an attenuation coefficient, \(\gamma\) determine the phase delay as waves propagates through canopy and trunk, and \(h\) is the height of the forest. The model outputs are image showing the volume scattering power and the ground return power due to double bounce or direct ground return.

\(z_1 = 0\) occurs when HH and VV backscatter measure is equal. This leads to division by zero when calculating the equation (4-7). The solution adopted was to make \(z_1\) a very small positive number. \(z_3 = 0\)

This cause division by zero when calculating the equation (4-12) the solution to avoid such situation is to assume a very small positive value for real part of equation (4-7) and the negative value of \(f_c\) can be avoided by averaging many pixels ensures the importance of Multilook setup.

### 4.2. Reflection symmetry condition

The components of Freeman-II model in section (3.4.3) are under the assumption of condition reflection symmetry. This symmetry condition was shown to equalise the measured scattering coefficients in two linear polarization bases. The correlation between co-polarization and cross-polarisation scattering coefficients will be zero under this condition and it is shown in [15] as

$$\begin{align*}
\text{Re} \, \sigma_{hhv} &= \text{Re} \, \sigma_{vhv} = \text{Re} \, \sigma_{hvh} = \text{Re} \, \sigma_{hvvh} = 0 \\
\text{Im} \, \sigma_{hhv} &= \text{Im} \, \sigma_{vhv} = 0 
\end{align*} \quad (4-18)$$

Under the reflection symmetry condition the covariance matrix will take up the form as given in [15]

$$C = \begin{bmatrix}
\sigma_{hhhh} & 0 & \sigma_{hvhv} & \sigma_{hhvh} \\
0 & \sigma_{hhvh} & 0 & \sigma_{hvvh} \\
\sigma^*_{hvhv} & 0 & \sigma_{vvvv} \\
\end{bmatrix} \quad (4-19)$$

Which show the values of in [15]

$$\begin{align*}
\sigma_{hhv} &= \sigma_{hvhh} = \sigma_{vvvh} = \sigma_{hvvh} = 0 
\end{align*} \quad (4-20)$$
The covariance matrix expressed using element numbers will take the form and is same in the case of coherency matrix also with C replaced by T

\[
C = \begin{bmatrix}
C_{11} & C_{12} & C_{13} \\
C_{12}^* & C_{22} & C_{23} \\
C_{13}^* & C_{23}^* & C_{33}
\end{bmatrix}
\]  \hspace{2cm} (4.21)

The element numbers which take the zero as value are

\[
C_{12} = C_{*12} = C_{23} = C_{*13} = 0
\]  \hspace{2cm} (4.22)

4.3. De-orientation Theory

The purpose of de-orientation is to reduce the influence of randomly oriented target in the polarimetric scattering. The de-orientation technique can reduce the influence of the cross-polarized power which leads to power concentrated on co-polarized channels. The Pauli form of representation of the scattering matrix will take the form [57]

\[
K_p = \frac{1}{\sqrt{2}} \begin{bmatrix}
S_{HH} + S_{VV} \\
S_{HH} - S_{VV} \\
2S_{HV}
\end{bmatrix}
\]  \hspace{2cm} (4.23)

The parameterization of Pauli form of scattering matrix was explained in [9], [62] using the parameters \( \alpha \) and \( \beta \) as

\[
K_p = \|K_p\| \begin{bmatrix}
\cos \alpha e^{j\phi_1} & \sin \alpha \cos \beta e^{j\phi_2} & \sin \alpha \sin \beta e^{j\phi_3}
\end{bmatrix}^T
\]  \hspace{2cm} (4.24)

Where, the \( \|K_p\| \) means vector norm and \( \alpha, \beta \) represents the scale of each complex elements and \( \phi_1, \phi_2 \) and \( \phi_3 \) are the phase angles of each element. The parameterization of scattering matrix in lexicographic form is defined as [57]

\[
K_L = \begin{bmatrix}
S_{VV} \\
\sqrt{2} S_{HV} \\
S_{VV}
\end{bmatrix}
\]  \hspace{2cm} (4.25)

\[
K_L = \|K_L\| \begin{bmatrix}
\sin c \cos a & e^{j\phi_0} & \cos c & e^{j\phi_x}\cos \alpha & e^{j\phi_0+2\beta}
\end{bmatrix}^T
\]  \hspace{2cm} (4.26)

From equations (19) and (20) it can be shown that in [57]

\[
a = tan^{-1} \left( \frac{|S_{vv}|}{|S_{hh}|} \right)
\]  \hspace{2cm} (4.27)

\[
b = \frac{1}{2} \arg \left( \frac{S_{vv}}{S_{hh}} \right)
\]  \hspace{2cm} (4.28)

\[
c = cos^{-1} \left( \frac{\sqrt{2}|S_x|}{\|K_L\|} \right)
\]  \hspace{2cm} (4.29)
As shown in the Figure 4-1 the orthogonality of $K_L$ might not be good as $K_P$ but it has been shown that vectorization is more intuitive and easier to process. The equations (4-27), (4-28), (4-29) show that the parameter ‘a’ represents the co-polarized amplitude ratio, the parameter ‘b’ represents co-polarization phase difference, and ‘c’ indicates the cross-polarization scattering. The two sets of parameters $\alpha$, $\beta$ and $a$, $b$, $c$ can be related to each other by as given in [57]

$$\cos\alpha = \frac{1 + \sin 2a \cos 2b}{\sqrt{2 + \frac{2}{\tan^2c}}} \tag{4-30}$$

$$\cos\beta = \frac{1 - \sin 2a \cos 2b}{1 - \sin 2a \cos 2b + \frac{2}{\tan^2c}} \tag{4-31}$$

When the cross-pol scattering is small, it makes $c \approx 90^0$ and $\beta \approx 0^0$, then the parameter $\alpha$ can be determined using $a$ and $b$ only as given in [57]

$$\cos 2\alpha = \sin 2a \cos 2b \tag{4-32}$$

### 4.3.1. Target orientation information extraction

The parameter $\beta$ in Pauli vectorization represents the target orientation [9] The rotation transformation as discussed in [20] yields new polarization base for the $\Psi$ angle rotation along the line of sight [57]. The relationship between $K_P$ and $K_P'$ as given in [57]

$$K_P' = K_P [U] \tag{4-33}$$

Where

$$[U] = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos 2\psi & \sin 2\psi \\ 0 & -\sin 2\psi & \cos 2\psi \end{bmatrix} \tag{4-34}$$
\[
K' = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos 2\psi & \sin 2\psi \\
0 & -\sin 2\psi & \cos 2\psi
\end{bmatrix} \cdot \frac{1}{\sqrt{2}} \begin{bmatrix}
S_{HH} + S_{VV} \\
S_{HH} - S_{VV} \\
2S_{HV}
\end{bmatrix}
\] (4-35)

In order to rotate the polarization along the line of sight, it is equal to rotate the target to the negative of the angle \([57]\), from \((18)\) and \((29)\) parameters of \(K_p\) and \(K'_p\) relationship as shown in \([57]\) under the condition of \(\Phi_3 - \Phi_2 \approx 0, \pi\)

\[
\begin{bmatrix}
\cos \alpha' e^{j\phi_1} \\
\sin \alpha' \cos \beta' e^{j\phi_3} \\
\sin \alpha' \sin \beta' e^{j\phi_3}
\end{bmatrix} = \begin{bmatrix}
\cos \alpha e^{j\phi_1} \\
\sin \alpha \cos(\beta + 2\psi). e^{j\phi_2} \\
\sin \alpha \sin(\pm \beta - 2\psi). e^{j\phi_2}
\end{bmatrix}
\] (4-36)

From this relationship it has been shown that \(\alpha' = \alpha, \beta' = \beta - 2\psi or -\beta - 2\psi\), means \(\alpha\) remains roll invariant and \(\beta\) changes by \(2\psi\) after \(\Psi\) angle rotation along the line of sight, and \(\Phi_3 - \Phi_2 \approx 0, \pi\) show the condition for symmetry target \([57]\).

4.4. Minimization of Cross-polarization power

The de-orientation purpose is to reduce the fluctuating influence of the randomly oriented target scattering and the influence of the terrain slope to preserve important information from intrinsic scatters \([57]\). The \(\Psi_m\) rotation yields the minimization of the cross-polarization scattering contribution was shows under the condition as \(\Phi_3 - \Phi_2 \approx 0, \pi\) \([57]\)

\[
\Psi_m = \left\{ \text{sgn}(\cos(\Phi_2 - \Phi_3)) \right\} \cdot \frac{\beta}{2} \pi/2
\] (4-37)

The \(\Psi_m\) satisfy \((30)\) and it shows min cross-polarization equals to 0, and volume scattering can always satisfies the condition \(\Phi_3 - \Phi_2 \approx 0, \pi\). The value of \(\Phi_3 - \Phi_2\) can be taken as a indicator for the degree of non-symmetry \([57]\).

\[
K'_p = K_p, [U_m]
\] (4-38)

Where \(d\) denotes the de-oriented vector the \([U_m]\) transform matrix and the value of \(\Psi\) is replaced by \(\Psi_m\) which is the calculated angle of orientation. The same way the lexicographic form vectorization de-oriented scattering matrix can also be obtained. In de-orientation technique after compensation there will be reduction in cross-polarized power representing volume scattering. The increase in the double bounce power and the surface return power can then be used for important information extraction from the features.
5. RESULTS AND DISCUSSION

This chapter presents the results from the method discussed in section 3.3. This chapter is outlined to answer for the research question in this thesis. The following analysis is from dataset two followed by dataset one and three. The dataset two is used to analyse changes from matrix elements since it covers objects which fall short in other two dataset which were considered for analysing the effect of orientation angle shift compensation.

5.1. Analysis for the signal to noise ratio

The amount of standard error in calculating the values of matrix elements has been analysed by the span of the single look complex image and the multi look complex image with the assumption that the standard error in the image is of exponential distribution.

![Multi look Image Span values](image1)

Figure 5-1: standard error in the multi look complex image span values

![Single look Image span values](image2)

Figure 5-2: standard error in the single look complex image span values

The effect of signal to noise ratio needs to be analyzed since the multi look complex images contains lesser noise than the single look images as it considers the average of many pixels. Based on the assumption that noise is exponentially distributed, the derived total power from a single look image (total power image which is the addition of diagonal elements of the covariance or coherency matrices) and the multi look image has been plotted in Figure 5-1 and Figure 5-2. The graphs plotted for calculating the standard error in the pixel values showed that, in a multi look image, the error drops below 0.2 decibel (a level used in [11]) after averaging 40 samples due to lesser noise. Whereas in the case of Single look images the speckle is more dominant hence it is required to average more number of pixels (i.e. 130) for the standard error to drop below 0.2 decibel. From these analysis it was found that the multi look images are better not only for visualization purposes but it also reduces the effect of noise for the calculation of coherence between the like and cross-polarized term when compared with the single look images and shows coarser resolution which is needed for accurate estimation of degree of coherence [63].
5.2. Analysis of orientation angle shift

The transmitted signals from the radar are oriented along the line of sight. Due to alignment of objects from Earth orientation of the signals will not be same as transmitted. It experiences shift due to reasons discussed in section 0. The model based decomposition technique mostly depends on the polarization property of the received signal to identify different scatter. Thus resulting shift can possibly increase the magnitude of the cross-polarization and leads the model based decomposition technique to miscalculation. Hence, calculation of polarization orientation angle shift and compensation may helps the model based decomposition techniques to overcome miscalculation. The results in the Figure 5-3(a) is showing image of orientation angle shift and Figure 5-3(b) showing corresponding image histogram. This result was produced using equation (3-15). The histogram of the image showing shift ranges between -45° and 45°. The output of image is very clear that the data is containing orientation angle shift.

The data needs to be compensated for polarization orientation angle shift. The equation (3-19) used for compensation. This equation utilises the calculated orientation shift angle and compensate it by rotating to the negative of calculated angle. The rotation compensates data for shift. The data compensation was analysed by applying equation (3-15) on compensated data with assumption it should not produce any
shift. Figure 5-4(a), (b) are showing the resultant image and histogram of image after compensation. The histogram of the image shows a clear cluster of pixels around 0° indicates a valid application of the equation (3-19) for compensation. The minimum and maximum shift after compensation was -0.000086° and 0.000109°.

![Figure 5-4: (a) Orientation angle shift image after compensation (b) corresponding image histogram.](image)

5.3. **Analysis of OA shift compensation on covariance matrix diagonal elements**

The compensated data was used for the purpose of analysing effect of orientation angle compensation on various covariance matrix elements along with data without compensation. The diagonal elements are first considered since the addition of all elements holds the total power and each element separately holds information from different polarization. 100 random samples pixels were selected throughout the image and analysed for the changes in values among those selected pixels.

The Figures in 5-5 (a) (b) (c) are diagonal matrix elements of covariance matrix. The covariance matrix element $C_{11} = S_{HH}S_{HH}^{*}$ holds the information of the horizontal polarization which is sensitive to surface return. The location selected on the Figure 5-5 (a) is zoomed in Figure 5-6 (a) shows clear bright information from a road surface which confirms the $C_{11}$ element of the covariance matrix contains horizontal polarization information. The matrix element $C_{22} = 2S_{HV}S_{HV}^{*}$ holds information of cross polarization which is sensitive to volume scattering. The location selected was a dense forest area and it
shows bright patches compared with the other elements of the matrix for that location in Figure 5-6 (b). The matrix element $C_{33} = S_{VV} S_{VV}^*$ contains the information of the vertical polarization which is sensitive to corner reflectors. The selected area in Figure 5-5 (c) shows some bright patches from the corners of the buildings in Figure 5-6(c) confirm it.

![Figure 5-5: (a) Matrix element C11 (b) matrix element C22 (c) matrix element C33](image)

![Figure 5-6: (a) Zoomed area of location1 (b) zoomed area of location 2 (c) zoomed area of location 3](image)
5.3.1. Results of analysis on diagonal elements of matrix

In order to identify changes caused by compensation for orientation angle shift 100 samples has been selected from each diagonal element C11, C22 and C33 of covariance matrix created before and after compensation. The selected samples from the element C11 is plotted in Figure 5-7 with blue and red colour lines representing values of element before and after polarization orientation angle shift compensation respectively. No change has happened in red line with respect to blue line. This shows that element C11 is roll invariant and remains constant to angle of rotation as discussed in the equation (4-36). This graph shows all values in this element are positive.

![Figure 5-7: Samples plot of element C11](image)

The Figure 5-8 is showing plot of values from selected 100 samples of element C22 before and after the compensation. The blue colour and red colour line representing values from this element before and after polarization orientation angle shift compensation respectively. As discussed in the chapter 4, the compensation will reduce the cross-polarized power, the element C22 which represent the cross polarized power showing reduction in values by red lines taking lower values with respect to blue lines in (Figure 5-8).

![Figure 5-8: Samples plot of element C22](image)

The Figure 5-9 represents plot between 100 samples of element C33. This element holds the information from the vertical polarisation is sensitive to corner reflectors The selected samples has been plotted using blue colour and red colour lines representing values before and after polarization orientation angle shift compensation respectively in Figure 5-9. The values increase in some points and remain same at some points. This is with respect to red lines when compared to blue lines.
As a concluding remark for changes in diagonal elements of covariance matrix, element $C_{11}$ representing horizontal polarization remains same after the polarization orientation angle shift compensation, element $C_{22}$ representing cross polarization shows decrease in values after compensation. Element $C_{33}$ which represents vertical polarization remains same or shows some increase in values at points after compensation. These conclusions are made with changes in red lines of plots with respect to blue lines in Figure 5-7, 5-8 and 5-9.

5.3.2. Span of covariance matrix

The sum of diagonal elements of covariance matrix represents total power and it often called as span. The analysis on total power is considered in order to identify power change pattern. For this analysis 100 samples were selected from the span of the matrix created before and after compensation. Figure 5-10 shows sample values plotted from span. Blue colour and red colour line in the same figure is showing the span values before and after compensation of the matrix for polarization orientation angle shift respectively. With the plot remains constant by no change in red line with respect to blue line, it shows that the total power remains unchanged after compensation.

With the total power and $C_{11}$ remains unchanged, changes are happening only between elements $C_{22}$ and $C_{33}$. The relationship between these changes is analyzed with difference in values from each element. The values selected before and after polarization orientation angle shift compensation from the element $C_{22}$ was subtracted. The subtracted values from the element $C_{22}$ is plotted (Figure 5-11) in blue colour line. The same procedure was carried out for the samples of element $C_{33}$ also and is shown in red colour in the same figure. From Figure 5-11, relationship between the reduction and increase in power is that it is happening with equal amount.
As a concluding remark from Figure 5-11 the increase in power is equal to that of decrease in power which leads to constant span.

5.3.3. Analysis of diagonal elements with cropped regions

Since the changes in diagonal element shows a reduction in the volume scattering power (C22) and increase in the double bounce power (C33), the areas in the images with only volume scattering power is dominant and areas possible of surface return is cropped and analysed for the changes in the diagonal elements. The Figure 5-12 (a) (b) shows thus selected regions. The main aim for selecting regions in Figure 5-12 (a) is that they are with volume scattering and also terrain is rugged

5.3.4. Analysis on diagonal elements from volume scattering region

The matrix element C11 of the volume scattering zone shows bright patches enabling possible surface return in Figure 5-13 (a) at some points. For the purpose of analysing changes in the matrix elements 50 samples around the cropped region is plotted in figure 5-13(b). The blue colour line shows values before compensation and red colour line shows values after compensation of this element. The C11 representing horizontal polarization resulting plot shows no changes in redlines with respect to blue line. It shows no change in this element after compensation.
The Figure 5-13 (a) showing the matrix element C11 for the region considered as region with only volume scattering return. Since the element representing the volume scattering possible changes are expected. The main focus of selecting region is that they are with volume scattering and also terrain is rugged. 50 samples around this region are selected from this element before and after compensation. The blue colour and red colour representing sample values before and after compensation respectively. The decrease in values of red line with respect to blue line shows reduction in values of C22 element after compensation.

The Figure 5-14 (a) showing the matrix element C22 for the region considered as region with only volume scattering return. Since the element representing the volume scattering possible changes are expected. The main focus of selecting region is that they are with volume scattering and also terrain is rugged. 50 samples around this region are selected from this element before and after compensation. The blue colour and red colour representing sample values before and after compensation respectively. The decrease in values of red line with respect to blue line shows reduction in values of C22 element after compensation.

The Figure 5-15 showing the matrix element C33 represent the double bounce scattering. Regions along terrain relief show bright patches. The bright regions representing the double bounce scattering. These regions show possible return from the ground trunk interaction. 50 samples around this region are selected from this element before and after compensation with blue colour line and red colour line representing sample values respectively. The Figure 5-15 (b) shows no changes in red colour lines with respect to blue colour lines. It shows the double bounce power remains unchanged for this region.
As a concluding remark the changes occurring with the cross-polarized term (C22 element) is reduction in values.

5.3.5. **Analysis on diagonal elements from direct surface return region**

The area in Figure 5-12(b) is considered for analysis in order to understand the influence of polarization orientation angle shift compensation where surface return is dominant. With the dominant surface return the possibility of over estimation of volume scattering power can be easily identified from this region. In Figure 5-16(a) the areas with surface return are clearly visible in bright patches. The straight white line is from the roads in selected region. 50 samples over these regions are considered for the analysis of orientation angle shift compensation. The blue colour lines in Figure 5-16(b) shows values from these regions before compensation and red colour line show values after compensation. Same as the earlier cases the values of the element C11 remains the same after the compensation with red lines showing no changes with respect to blue lines.

The Figure 5-17 (a) showing the matrix element C22 which is cross polarized power. Regions which looked bright in Figure 5-16(a) are appearing dark showing low volume scattering return. 50 samples over these regions are considered for analysis of orientation angle shift compensation. The blue colour lines in Figure 5-16(b) shows values from these regions before compensation and red colour line show values after compensation. Compensation of orientation angle shows a reduction in the volume scattering power by changes in red colour lines with respect to blue colour lines in Figure 5-16(b). The reduction in volume scatter power from this region shows a possible over estimation of the cross polarized power where there is dominant surface return or the double bounce.
The Figure 5-18(a) shows the C33 element of the matrix which is vertical polarization and more sensitive to double bounce or corner reflectors. Some regions show the presence of double bounce with brighter appearance. 50 samples over these regions where the double bounce are dominant are selected from element before and after compensation. In Figure 5-18(b) the plots of these values are shown. The blue colour line and red colour line representing the values from the element before and after compensation respectively. Small amount of increase in values has been seen at points in this element by changes in red line with respect to blue line.

As a concluding remark, decrease in volume scattering power in places where surface return is dominant shows a clear over estimation of volume scattering power from that region due to orientation angle shift. Thereby the over estimation of volume scattering power can be reduced after compensation for the polarization orientation angle shift and helps in getting intrinsic quantity from these regions.

5.4. Analysis on off-diagonal elements of covariance matrix

The results in section 5.3 discusses about diagonal elements of matrix and the changes that can happen to the elements after the compensation for polarization orientation angle shift. The Freeman-II decomposition technique utilizes various other matrix elements as well. In the section 3.4.3 the components of various models shows the utilization. Hence it is mandatory to analyze the changes that can happen in rest of the matrix elements also.
The Figure 5-19(a) represents the real part of element C12. With Freeman-II models basic assumption of reflection symmetry it assumes the response from this element is zero as shown in section 4.2. Hundred (100) samples were randomly selected and plotted in order to analyse the changes in those element. The blue colour line in Figure 5-19(b) shows values from real part of this element before compensation and red colour line show values from real part of this element after compensation. This resulting plot shows no proper increase or decrease in values from this element by changes in red line with respect to blue line.

![Figure 5-19: (a) Real part of matrix element C12 (b) sample plots from the element](image)

In the Figure 5-20(a) the imaginary part of the element is shown. 100 random samples have been selected from the element before and after compensation of polarization orientation angle shift. Blue colour line in Figure 5-20 (b) represents the values before compensation and red colour line represent the values after compensation for polarization orientation angle shift. This resulting plot also shows no proper increase or decrease in values after compensation with no proper changes in red line with respect to blue line.

![Figure 5-20: (a) imaginary part of matrix element C12 (b) samples plots from the element](image)

The Figure 5-21 (a) represents the real part of the element C13. This element is equal to $S_{HH} S^*_{VV}$ in the covariance matrix. In the Freeman-II model real part of this element is used for the calculation of equation (4-6), the imaginary part in calculation of equation (4-7). Hence change in this element will affect the model output. The plot in the Figure 5-21(b) shows little changes in real part of this element after
orientation angle shift compensation. The blue colour line and red colour line from same figure is showing values of this element before compensation and values of this element after compensation. With respect to blue line, red line showing some changes at places. The changes are little reduction in values at points.

![Figure 5-21: (a) real part of matrix element C13 (b) samples plots from the element](image)

The Figure 5-22 (a) shows the imaginary part of element C13. Imaginary part of this element is used as the direct measure for imaginary part of the equation (4-6). Later this imaginary part will be used in the calculation of the imaginary part of the equation (4-7). Hence changes in this element will directly contribute to the model output. 100 samples were selected from this element before and after compensation to analyse the changes. The blue colour line in the Figure 5-22(b) shows the values from this element before compensation and the red colour line shows the values from this element after compensation. The graph from these values remains same at many points, at few points it shows some increase in values and decrease at some other points. The increase in values will be useful in calculating the model outputs by avoiding the assumption in the model mentioned in section 4.1.

![Figure 5-22: imaginary part of matrix element C13 (b) samples plots from the element](image)

The Figure 5-23 (a) shows the real part of the element C23. This element is also assumed to be zero with the models basic assumption reflection symmetry. 100 samples were selected from element before and after the compensation of the matrix. The blue colour line in the Figure 5-23(b) shows the values of this
element before compensation and the red colour line in the same plot showing values of this element after compensation. Same as element C12 real part this element also showing no proper increase or decrease in values after compensation for polarization orientation angle shift compensation by analysing changes in red line with respect to blue line.

![Image](a)

![Graph](b)

**Figure 5-23:** (a) Real part of matrix element C23 (b) samples plots from the element

The same procedure of selecting 100 samples from the matrix before and after compensation was done. The Figure 5-24 (a), (b) shows the image of imaginary part of this element C23 and plots of values from this element respectively. This element also shows no proper values changes in values after the compensation by analysing changes in red line with respect to blue line.

![Image](a)

![Graph](b)

**Figure 5-24:** (a) imaginary part of matrix element C23 (b) samples plots from the element

As a concluding remark, elements C12, C23 real and imaginary parts and C13 imaginary part are having changes after the compensation but they are not consistent as shown in Figures 5-19,5-20, 5-22, 5-23, and 5-24 (at some points there are increase and at some points there are decrease). The element C13 real part is relatively unchanged is shown in Figure 5-21.

The average increase in values between the selected 100 samples shows 1.508539 db and average decrease is -0.4028063 db in C22 and C33 elements when their magnitudes are considered. Overall the OA shift compensation leads to reduction in volume scattering power and increase in the double bounce and
relatively unchanged surface return. Any results that can be obtained from the uncompensated data can produce the erroneous scattering characteristics which lead to misinterpretation. The Freeman-II decomposition technique which totally depends on the data for modeling different scatters could possibly over estimates the volume scattering contribution if the data is not compensated.

5.5. Analysis on the coherency matrix diagonal elements

The calculation of the OA shift was done using the coherency matrix by converting the covariance matrix into coherency matrix. It is needed to analyse the changes in the coherency matrix element also. The Figure 5-25 shows the coherency matrix diagonal elements.

Figure 5-25: (a) Coherency matrix element T11 (b) coherency matrix element T22 (c) coherency matrix element T33

Unlike the covariance matrix, the coherency matrix is generated by expressing the data in Pauli basis as given in the equation (3-13). The coherency matrix element $T_{11} = \langle |S_{HH} + S_{VV}|^2 \rangle$ shows the response from the surface return, the matrix element $T_{22} = \langle |S_{HH} - S_{VV}|^2 \rangle$ represents the double bounces present in the data and the element $T_{33} = 4\langle |S_{HV}|^2 \rangle$ represent cross polarized power which is more sensible to volume scattering and is equivalent to C22 element of covariance matrix. A sample of 100 points has been selected throughout the matrix element to find the effect of OA shift compensation.
5.5.1. Results of analysis on diagonal elements of matrix

Hundred (100) samples from each diagonal element T11, T22 and T33 of coherency matrix created before and after compensation were selected. The selected samples from element T11 is plotted in Figure 5-26 with blue and red colour lines representing values of samples before and after polarization orientation angle shift compensation respectively. The results of the coherency matrix are more promising when compared with the results of covariance matrix. After the compensation, the red line is showing no changes with respect to blue line. It shows coherency matrix element T11 remains constant and shows roll invariant property.

![Figure 5-26: Samples plot of element T11](image)

The element T22 represents the double bounce present in the data unlike covariance matrix element C22 which represents the volume scattering. 100 samples were selected from the element before and after compensation. The Figure 5-27 represents the graphs of the selected samples. The blue colour line in the graph represents the values from the element before compensation and the red colour line represents the values from element after polarization orientation angle shift compensation. There is increase in values of the red lines with respect to blue line. It shows a clear increase in the values of double bounce power after compensation.

![Figure 5-27: Samples plot of element T22](image)

The T33 element represents the volume scattering present in the data. 100 samples were selected in order to analyse the results in the matrix element after compensation. Figure 5-28 shows the result obtained from this element. The blue colour line in this figure represent the values of element before compensation and the red colour line represents the values of element after compensation. The red line shows reduction in values with respect to blue line. The same phenomenon like covariance matrix the coherency matrix element also shows reduction in volume scattering values after compensation.
As a concluding remark the coherency matrix diagonal elements shows clear results for double bounce element than the covariance matrix. It shows a constant surface scattering power in element T11, increase in double bounce power in element T22 and reduction in volume scattering power in element T33.

5.5.2. Span of coherency matrix

The coherency matrix diagonal elements maintain the total power. The total power of this matrix is the addition of diagonal elements and called as span. To analyse changes in total power of coherency matrix 100 samples been selected from the span of the coherency matrix. The Figure 5-29 shows the plot of selected samples. The blue colour line represents span values before compensation and red lines showing span values after compensation. With no change in red lines with respect to blue line shows span of the coherency matrix also remains unchanged.

As a concluding remark, span of matrix represents the total power and it is the sum of all diagonal elements. With the element T11 remains constant after compensation and changes being occurring in between elements T22 and T33 the relationship between these changes can be analysed. Covariance matrix also shows the same phenomenon. The relationship between power increased in double bounce and power decreased in the volume scattering component was analyzed using the difference in values calculated for the same pixels before and after orientation angle shift compensation and it is shown in Figure 5-30. The blue colour line in the same figure shows a same amount of increase in values with the amount of decrease in values shown in red colour.
5.6. Analysis on off-diagonal elements of coherency matrix

The equation (3-15) for the calculation of orientation angle utilises the off diagonal elements also. The effect on various other elements of coherency matrix needs to be considered since compensation was performed in coherency matrix. Same procedure of collecting samples over the various matrix elements and plotting them to identify the difference is adopted. The Figure 5-31 and 5-32 is showing the image and samples plot form the real and imaginary part of the element T12. 100 samples were selected throughout the image before and after compensation. The blue lines in the Figure 5-31 and 5-32 (b) representing the values from this elements real part and imaginary part before compensation and red colour lines representing the values from this elements real part and imaginary part after compensation. Changes happening in red line with respect to blue line show no proper increase or decrease in values. The compensation is not having any proper effect in these matrix elements. They tend to increase at some points and decrease at some other point.

Figure 5-31: (a) Real part of matrix element T12 (b) samples plot from the element
The Figure 5-33 and 5-34 (a) shows the image of real and imaginary parts of element T13. 100 samples been selected from this element before and after the compensation. The blue colour lines in the Figure 5-33 and 5-34 (b) show the values before compensation and red colour line show the values after compensation. These elements are not showing any proper effects by the compensation. Same as the element T12 in Figure 5-31 and 5-32 the element T13 also shows no proper increase or decrease in the values after compensation.
Same procedure has been adopted in element T23. The Figures 5-35 and 5-36 (a) shows the image of real part and imaginary part of this element. The blue line in Figures 5-35 and 5-36 (b) shows values before compensation and redline shows value after compensation. In contrast to any element of the covariance matrix, the real part of the element T23 reduces to zero after compensation and it is shown in Figure 5-35(b) in red line. The imaginary part of the element T23 remains the same after compensation and shows its roll invariant property in Figure 5-36 (b).
As a concluding remark, coherency matrix shows some kind of difference from covariance matrix. The real part and imaginary parts of the matrix element $T_{12}$ and $T_{13}$ shows no pattern of change (either increase or decrease). The real part of the element $T_{23}$ has been reduced to zero after compensation which is different from any of the covariance matrix element and also the imaginary part remains the same after compensation. Overall decrease in the average amplitude values of $T_{22}$ element between the collected 100 samples is $-1.50593$ db and the increase in the amplitude values between the same samples are $2.054384$ db which is greater when compared to the decrease in power of covariance matrix. From the analysis of the various elements of both matrices, surface return is not been affected by the shift in the orientation angle and it is roll invariant and double bounce power and the volume scattering power has been affected by increase and decrease in power of equal amounts respectively.

Figure 5-36: (a) imaginary part of matrix element $T_{23}$ (b) samples plots from the element
5.7. Freeman – II Decomposition – surface scattering

In order to analyse the effect of polarization orientation angle shift in Freeman-II model, it has been applied in data before and after compensation. The effect of orientation angle shift compensation was analysed by selecting the area for particular scattering mechanism, in general related to the double bounces in surface output generated by the model for surface scattering. Two bridges have been selected since it is a perfect location for doubles bounce. The Figure 5-37(a) is showing the location of bridges in the image. The Figure 5-37 (b) and (d) is showing the modelled response from the bridge. Due to over estimation of volume scattering, response from the bridge is not properly modelled and is clearly visible in same figure.

![Figure 5-37: (a) Freeman-II model output for direct ground return before OA shift compensation (b) bridge at Rishikesh (c) Google image of bridge at Rishikesh (d) Bridge Laxman jhoola (e) Google image of the bridge Laxman jhoola.](image)

The effect of changes on the matrix elements shows that the volume scattering power which has been generated without the compensation is erroneous. The areas selected in the surface scattering image generated by the Freeman-II model is the barrage at Rishikesh and the other is the bridge Laxman jhoola, the reference Google image of these bridges has been shown in Figure 5-37 (c) and (e). Due to alignment of bridges, orientation angle shift is clearly possible. Hence power from these regions has been over estimated as volume scattering power.
5.7.1. Freeman-II decomposition after orientation angle shift compensation

After compensation for orientation angle shift, the reduction in the volume scattering power was shown in Figure 5-8 and Figure 5-28 and the consequent increase in double bounce power was shown in Figure 5-9 and Figure 5-27. This increase and reduction leads to correct estimation of response from these bridges as double bounce area is shown in output generated by the Freeman-II model after compensation for orientation angle shift in Figure 5-38 (b) and (d).

For understanding of increase and decrease in power of volume scattering and surface return at points, same samples has been collected from outputs of Freeman-II decomposition before and after compensation for orientation angle compensation. In Figure 5-39 the plot of samples collected over both sides of two above mentioned bridges from volume scattering and surface return outputs before and after orientation angle shift compensation has been shown. The plot shows a clear increase in surface return values and reduction in volume scattering values for the same pixel. Hence the orientation angle shift compensation removes the effect of randomly oriented targets.
Figure 5-39: Plots showing increase in surface return values and reduction in volume bounce values for the same pixel after orientation angle shift compensation around the corner of the bridges.

The same phenomenon has been analysed with 100 random samples throughout the image. From the plots of the samples collected over the image a clear increase in the double bounce power has been evidenced as shown in Figure 5-40. The model over estimates some surface scattering regions as a volume scattering regions which lead to misinterpretation of features due to orientation angle shift. The orientation angle shift compensation reduces that effect and helps in the estimation of intrinsic values from different scatter.

Figure 5-40: Samples plot from surface return of Freeman-II model.

The results of the model estimation are the direct contribution of the results in the Figure 5-8. The compensation helps in yielding same result from two identical targets with different orientation angle. Thus orientation angle shift compensation helps to identifying actual quantity of backscatter power from different scattering mechanism.
5.8. Freeman – II Decomposition–volume scattering

The changes in the volume scattering power has been analysed by selecting the dense forest area present in data which is shown in Figure 5-41. Fifty (50) samples from each of two forest patches has been collected and plotted. The blue colour line shows the value of volume scattering estimated by the model before compensation for orientation angle shift and the red line shows values estimated by model after compensation. The reduction in values of red line with respect to blue line shows reduction in the volume scattering power in Figure 5-41 and the over estimation has been avoided.

![Graph showing volume scattering before and after compensation](image)

Figure 5-41: Sample plot from volume scattering of Freeman-II model in the selected forest region

Since the model uses the depolarization for the estimation of the volume scattering power compensation of orientation angle shift reduces the effect of de-polarization. With the reduction in effect of de-polarization estimation of volume scattering power and area with over estimation of the volume scattering power been reduced and intrinsic scattering mechanism is revealed. The Figure 5-43(a) shows the area selected for samples to analyse the effect of orientation angle shift compensation in volume scattering power.

Sample of 100 values over entire image also been selected and Figure 5-42 shows the plot. The reduction is happening in values estimated as volume scattering contribution.

![Graph showing volume scattering before and after compensation](image)

Figure 5-42: Sample plot from volume scattering of Freeman-II model collected throughout the image

As concluding remark, changes in values of volume scattering element C22 of covariance matrix before and after compensation show a large amount of reduction in values in Figure 5-8. This reduction directly contributes to model for estimation of volume scattering power and results in avoiding over estimation.
Figure 5-43: (a) volume scattering power image generated by Freeman-II model (b) Reference Google image of marked area 1 (c) reference Google image of marked area 2.

Over all the estimation of volume scattering contribution and surface return contribution using Freeman-II model based decomposition technique results shows a clear influence of polarization orientation angle shift in estimation of different scattering mechanism. The compensation results in revealing exact quantity of different scattering mechanism. This has been shown in Figure 5-38 (b) and (d). As the model preserves the total power as shown in equation (4-13), and the span remains constant after orientation angle silt compensation the analysis for relationship between total reduction in power from surface scattering values and volume scattering values was carried out. The sample values selected throughout model output before and after compensation were used for this analysis. The difference in between values selected from surface return and difference in between values from volume return was plotted in Figure 5-44. The blue colour line shows difference in values from surface return and red colour line shows difference in values from volume scattering.
Figure 5-44: Difference in power generated for volume scattering and ground scattering power

The plot shows a clear representation of decrease in volume scattering power is not equal to the increase in the direct surface return power since the model utilises elements other than the cross-polarization component. Since the model has been shown to preserve the total power, the compensation of OA shift takes the modelled power close to total power is show in Figure 5-45. The figure shows plots between 20 samples for easy visualisation same result was obtained between all the 100 selected samples.

Figure 5-45: Plots between total modelled power before and after compensation and Span

This result shows a valid application of the de-orientation technique and its importance for the model based Freeman-II decomposition technique for calculating different scattering mechanisms.
5.9. Results from dataset one

5.9.1. Freeman – II Decomposition – surface scattering

The results under this section cover the results obtained from the remaining two data sets. The results produced from the dataset one as shown in section 3.1 is shown in the Figure 5-46(a).

![Figure 5-46](image)

Figure 5-46: (a) Freeman-II model output for direct ground return before OA shift compensation (b) Zoomed area showing Bridge at Rishikesh in location 1 before OA shift compensation (c) Zoomed area showing Bridge at Rishikesh in location 1 after OA shift compensation (d) Freeman-II model output for direct ground return after OA shift compensation

The dataset one used in the analysis has slight shift from the area covered by dataset two. Due to the shift the data was not covering both the bridges so only one bridge has been taken into consideration and is shown in Figure5-46(b) and(c). The pixels on the both corners of the bridge were selected from the output produced for Freeman-II ground return and volume scattering before and after orientation angle shift compensation. The plot in Figure 5-47 is showing results of these values. Same kind of results of reduction in volume scattering power and increase in surface return power was evidenced in this output also. The effect of the orientation shift compensation in identifying different scatters proved to be effective.
5.10. Results from data set three

These results are from data set three given in section 3.1. The locations considered in the data contain road strip at the bottom of the image and a bridge at the top of image.

Figure 5-48: (a) Freeman-II model output for direct ground return before OA shift compensation (b) Zoomed area showing Bridge at Rishikesh in location 1 before OA shift compensation (c) Zoomed area showing Bridge at Rishikesh in location 1 after OA shift compensation (d) Freeman-II model output for direct ground return after OA shift compensation
The area selected at the bottom is a strip of road which accounts for the direct surface return. The results below show increase in values of direct ground return and decrease in values of volume scattering in Figure 5-50 for the considered bridge at location 1 shown in Figure 5-48(a).

![Figure 5-49](image)

**Figure 5-49:** (a) Zoomed area showing road strip in location 1 before OA shift compensation (b) Zoomed area showing road strip in location 1 after OA shift compensation

Samples around the road strip shown at location 2 in Figure 5-48(a) was collected from the outputs by Freeman-II model after and before compensation. The result in Figure 5-51 shows increase in surface return values and decrease in volume scattering values for same pixel. This result holds with results of dataset one and two. These results are added validation for the results produced by the dataset two. It confirms that orientation angle shift in data leads to over estimation of volume scattering power. The compensation bring the
Figure 5-51: Plots showing increase in ground return values and reduction in volume bounce values for the same pixel after OA compensation in the road strip.

The results produced by different dataset shows the need for orientation angle shift compensation which helps in producing same results from two identical targets of different orientation. Hence the valid compensation of orientation angle shift helps to identify intrinsic scattering mechanisms.
6. CONCLUSIONS

This chapter concludes results of the method discussed in section 3.3. This chapter is outlined to give answers to each research question from the section 1.3.

The prime focus of this study was to analyse the effect of the OA shift effect in identifying different scatterers in ALOS PALSAR L-band fully polarimetric data.

6.1. Which polarimetric SAR element is used to represent the polarization orientation shift of tree trunks and surface scatterer?

The prime focus of this study is to calculate polarization orientation angle shift produced by under lying terrain. Without using any external data and from the polarization information this analysis was carried out. Hence identification of PolSAR element to calculate the polarization orientation angle shift is mandatory. The equation (3-15) used for calculation of polarization orientation angle shift. This equation uses only the elements of PolSAR data which are represented using coherency matrix. Thus the elements used to represent or calculate the orientation angle shift are Real part of the element T23, T22 and T33. In the same equation, real part of the element T23 is dividend so this element is the measure of orientation angle shift. And after compensation for orientation angle shift as shown in Figure 5-35(b) it reduces to zero proves there is no more shift present in the data after compensation.

6.2. What could be the effect of Signal to noise (SNR) in identifying different scatter?

The effect of SNR was analysed between total power of single look complex image and the Multilook complex image. The result from section 5.1 proved as a validatory analysis for this research question. The Figures 5-1 and 5-2 shows analysis for standard error in calculating span of matrix from a single look complex image and Multilook complex image. The standard error is the estimation of influence of noise. The Multilook image is generated by averaging adjacent pixels as explained in section 3.3.1. The results produced for standard error in multi look image drops to 0.2 db after averaging 40 pixels, where as a single look complex needs to average 130 pixels to bring standard error to 0.2 db (level showed in [11]). Hence in Multilook image the influence of noise is minimised. This research used Multilook image for application of Freeman-II decomposition technique. Hence in identifying different scatter the effect of noise is minimised by Multilook setup.

6.3. What could be the improvement in the results produced by Freeman-II model after orientation angle shift compensation?

The Freeman-II model based decomposition technique for PolSAR data uses polarization property for estimating different scattering mechanism. Due to the polarization orientation angle shift the depolarization measure increases. This results in over estimation of response from objects by the model before compensation. At locations shown in Figure 5-37, the model over estimates the response as volume scattering. As shown in Figure 5-8 the compensation leads to reduction in of volume scattering power of matrix element. This reduction directly contributes for model output. The output from the model after compensation shows the proper response from those objects in Figure 5-38. Since the polarization orientation angle shift compensation leads to the calculation of same response from objects with different orientation the model output in identifying different scattering mechanism is improved by increase in direct surface return and a reduction in volume scattering power in regions prone to surface returns. Also this compensation leads to reduction in power estimated from pure volume scattering zones also.
6.4. **What will be the effect of de-orientation in volume scattering?**

The volume scattering is measure of cross polarised power. This power will be measured using the de-polarization of wave. The polarization orientation angle shift can happen if the objects are not aligned in the line of sight of sensor. These shifts tend to de-polarize the wave and results in over estimation of volume scattering power. The de-orientation technique results in reduction of volume scattering power It also reduces the over estimation of volume scattering power in regions where surface scattering is dominant with reference to Figure5-8, 5-14(b) and 5-17(b).

6.5. **How to validate the improvement in the result after modification in Freeman-II model?**

The decomposition techniques are developed in order to identify different scattering mechanism. Hence these techniques need to identify intrinsic scattering response. From the results produced before and after compensation shown in Figure5-37 and 5-38, the ability of the Freeman-II model has increased to model responses from different objects. These zones where identified using a Google image as reference image. Also from the Figure 5-45, it shows that compensation takes the modelled power close to total power.

As a concluding remark to the thesis, since PolSAR data are sensitive to terrain slopes, proper estimation of terrain induced orientation angle shift is needed. The polarization orientation angle shift compensation will helps in identifying intrinsic quantity of responses from different object. Hence the covariance matrix needs to be compensated for terrain induced shift before applying the decomposition technique.

6.6. **Recommendations**

The study addressed the need for polarization orientation angle shift compensation in model based Freeman-II decomposition technique. This model decomposes the data to identify different scattering mechanisms. After compensation the effectiveness of model in revealing different scattering mechanism was improved.

The output generated by Freeman-II decomposition can be used as input for semi-empirical models like water cloud model to predict biomass. It can be taken as further step of this research.

With the reflection symmetry assumption the Freeman-II model utilises only five elements of the covariance matrix. The understanding and utilising remaining matrix element for the model based decomposition technique can improve the results produced by this model.

The Multilooksetup used in this research preserves resolution of scanning system of ALOS PALSAR quad-PolSAR data. Since results shows effect of noise in Multilooksetup is minimised, it can be generated to show one pixel representing one hectare which is 10000 m² and with reference to [28] the volume scattering power generated by Freeman-II model can be related to the calculated biomass per hectare using field observation. This work will predict the use of PolSAR data and decomposition technique for the purpose of calculating biomass.
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Appendix A
List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PolSAR</td>
<td>Polarimetric Synthetic Aperture Radar</td>
</tr>
<tr>
<td>[C]</td>
<td>Covariance matrix</td>
</tr>
<tr>
<td>[T]</td>
<td>Coherency matrix</td>
</tr>
<tr>
<td>ALOS</td>
<td>Advanced Land Observing Satellite</td>
</tr>
<tr>
<td>db</td>
<td>decibel</td>
</tr>
<tr>
<td>DEM</td>
<td>Digital Elevation Model</td>
</tr>
<tr>
<td>HH</td>
<td>Horizontal Horizontal (Polarization)</td>
</tr>
<tr>
<td>HV</td>
<td>Horizontal Vertical (Polarization)</td>
</tr>
<tr>
<td>MLC</td>
<td>Multi Look Complex</td>
</tr>
<tr>
<td>OA</td>
<td>Orientation Angle</td>
</tr>
<tr>
<td>PALSAR</td>
<td>Phased Array L-band Synthetic Aperture Radar</td>
</tr>
<tr>
<td>radar</td>
<td>Radio detection and ranging</td>
</tr>
<tr>
<td>SLC</td>
<td>Single Look Complex</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise ratio</td>
</tr>
<tr>
<td>VV</td>
<td>Vertical Vertical (Polarization)</td>
</tr>
</tbody>
</table>